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#### Abstract

For unconstrained optimization, an inexact Newton algorithm is proposed recently, in which the preconditioned conjugate gradient method is applied to solve the Newton equations. In this paper, we improve this algorithm by efficiently using automatic differentiation and establish a new inexact Newton algorithm. Based on the efficiency coefficient defined by Brent, a theoretical efficiency ratio of the new algorithm to the old algorithm is introduced. It has been shown that this ratio is greater than 1 , which implies that the new algorithm is always more efficient than the old one. Furthermore, this improvement is significant at least for some cases. This theoretical conclusion is supported by numerical experiments.
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## 1 Introduction

Consider unconstrained optimization problem

$$
\begin{equation*}
\min f(x), \quad x \in R^{n} . \tag{1.1}
\end{equation*}
$$

It is well known that, under proper assumptions, Newton's method is quadratically convergent. But its efficiency is reduced by its expensive computational cost, especially, for the middle-large scale problems. A number of modifications have been proposed to improve the original Newton's method. In recent years, iterative type

[^0]Newton-like methods have received much attention. Steihaug and Toint proposed Newton-CG like algorithms (see [7] and [8]), in which the Newton equation is solved by CG method approximately. An inexact Newton algorithm (Algorithm 1) is established in Ref. [4]. It is shown that, for the problems where the computation cost to evaluate the gradient and the Hessian matrices is small, its average computation cost of every iteration is much less than that of Newton's method. However, the improvement is just a little when the computation cost is large.

This paper improves Newton's method further by modifying Algorithm 1 above. The key point is to evaluate the gradient and the Hessian more efficiently. For this evaluation, it is well known that, there are four kinds of approaches. The first one is to make the manual development of code for evaluating analytic derivatives of a function. It is tedious and error-prone activity, although it is likely to result in the most efficient code.

The second approach is to estimate the derivatives using divided differences, such estimates are prone to truncation error when the differencing intervals are numerically large, and to round off error when they are small. In addition, if the run-time cost to evaluate a gradient $\nabla f(x)$ by divided differences is denoted as $Q_{g}^{D D}$, then

$$
Q_{g}^{D D}=(n+1) Q_{f},
$$

where $Q_{f}$ denote the run-time cost to evaluate $f(x), n$ is the dimension of $x=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in R^{n}$. Therefore, the run-time requirements of a divided difference approach are often unacceptably high, particularly for problems when the dimension $n$ is a large number (thousands), see [1].

The third approach is symbolic differentiation. It can be used to differentiate individual functions by symbol manipulation programs. But its implementation is almost impossible for the middle and large scale problems and for problems involving conditional statements, loops and subroutine calls. Moreover, the run-time cost by symbolic differentiation is also very large; in general, if the cost to evaluate a gradient $\nabla f(x)$ is expressed by $Q_{g}^{S D}$, then

$$
Q_{g}^{S D} \approx n Q_{f}
$$

where $Q_{f}$ is the cost to evaluate $f(x)$.
At last, the fourth approach is Automatic Differentiation (AD) techniques. It calculates derivatives by transforming the function source codes into the codes that calculate numerical values for derivatives of the underlying function with about the same accuracy and efficiency as the function values themselves (see [1,3,5]).

In this paper, applying automatic differentiation, we improve the inexact Newton algorithm (Algorithm 1) in Ref. [4] and establish a new Newton-PCG algorithm (Algorithm 2), where the Hessian-vector can be evaluated at the several times (independent of $n$ ) cost of the underling functions without evaluating the Hessian matrices. The results by theoretic analysis and numerical experiments in this paper show that Algorithm 2 is more efficient than Algorithm 1.

The rest of the paper is organized as follows: In Sect. 2, Algorithm 2 is established while Algorithm 1 is recalled. Efficiency analysis is discussed in Sect. 3 and numerical examples are described in Sect. 4. At last, some conclusions are given in Sect. 5.

## 2 The improved inexact Newton algorithm

Suppose that problem (1.1) has a solution $x^{*}$ and satisfies the following assumptions.
Assumption (A1) $\nabla^{2} f(x)$ is Lipschitz continuous with the constant $L$ in a neighborhood of the solution $x^{*}$ to (1.1);

Assumption (A2) $\nabla^{2} f\left(x^{*}\right)$ is positive definite.
Let us first describe AD algorithms.

### 2.1 Automatic differentiation (AD)

Automatic Differentiation can be used to evaluate the gradient, the directional gradient and the second-order directional gradient of the function see e.g., [5]. The following algorithm, called Algorithm ADR, is used to evaluate the gradient $\nabla f(x)$ by the reverse mode of AD.

## Algorithm ADR

Step 0 Set $x \in R^{n}$.
Step 1 Evaluate $f(x)$ using General Evaluation Procedure.
Step 2 Evaluate $\nabla f(x)$ using Reverse Propagation of Gradients.
In addition, Table 3.2 in Ref. [5], Ch.3, Sect. 3.1, gives an algorithm which efficiently evaluates a gradient $\nabla f$ and $m$ Hessian-vector $\nabla^{2} f \cdot \dot{x}_{i}$ with $i=1, \ldots, m$, where $\dot{x}_{i} \in R^{n}$ and $m$ is any positive integer. This algorithm exploits the forward mode of AD after the gradient is calculated. It can be described briefly by the following Algorithm $\operatorname{ADF}(m)$ with a parameter $m$.

## Algorithm ADF $(m)$

Step 0 Set $x, \dot{x}_{1}, \ldots, \dot{x}_{m} \in R^{n}$.
Step 1 Calculate $\nabla f(x)$ by Algorithm ADR.
Step 2 Evaluate $\nabla^{2} f(x) \cdot \dot{x}_{i}, i=1, \ldots, m$, using Forward Propagation of Tangents.
Let $Q^{\text {ADR }}$ be the computation cost to evaluate a gradient $\nabla f$ by Algorithm ADR. Then, by (3.24) in Ref. [5], Ch.3, Sect. 3.4, we have

$$
\begin{equation*}
Q^{\mathrm{ADR}} \leq 4 Q_{f}, \tag{2.1}
\end{equation*}
$$

where $Q_{f}$ is the computation cost to evaluate a function value $f(x)$. Furthermore, let $Q^{\mathrm{ADF}}(m)$ be the computation cost involved in Algorithm ADF, by Griewank [5], we have

$$
\begin{equation*}
Q^{\mathrm{ADF}}(m) \leq(4+6 m) Q_{f} \tag{2.2}
\end{equation*}
$$

It should be noted that
(1) By Algorithm $\operatorname{ADF}(1)$, the Hessian-vector can be evaluated at about ten times computational cost of the function without evaluating the Hessian matrix.
(2) The evaluation of the Hessian matrix $\nabla^{2} f(x)$ can be completed by using Algorithm $\operatorname{ADF}(n)$ with $\dot{x}_{i}=e_{i}, i=1, \ldots, n$, where $e_{i}$ is the $i$ th Cartensian basic vector in $R^{n}$. The computational cost is $O(n)$ times cost of the function, not $O\left(n^{2}\right)$.

Above two points can be used efficiently to improve Algorithm 1 in Ref. [4].

### 2.2 Algorithm 1 (The CF-PCG Algorithm in Ref. [4])

Algorithm 1 includes a sub-algorithm - Algorithm PCG1 ( $C, A, b, l, e$ ) (see Algorithm $\operatorname{PCG}(C, A, b, l, e)$ in Ref. [4]), which was used to solve the linear system

$$
\begin{equation*}
A s=b, \tag{2.3}
\end{equation*}
$$

where $C$ is preconditioner, $l$ is maximum number of subiterations, and $e$ is a scalar used in the termination criterion (2.4). Now we cite the sub-algorithm and algorithm as follows.

Algorithm PCG1( $C, A, b, l, e)$
Step 0 Initial data: set the initial point $s_{0}=0, r_{0}=-b$. Set $i=1$.
Step 1 Termination test: if

$$
\begin{equation*}
\left\|r_{i-1}\right\| \leq\|b\|^{1+e} \quad \text { or } \quad i-1=l, \tag{2.4}
\end{equation*}
$$

go to Step 4.
Step 2 Subiteration:
(a) set $z=C r_{i-1}, t_{i-1}=z^{T} r_{i-1}$;
(b) if $i=1$, then $q=z$; else $\beta=t_{i-1} / t_{i-2}$ and $q=z+\beta q$;
(c) set $s_{i}=s_{i-1}+\lambda q$, where $\lambda=t_{i-1} / q^{T} w$ and $w=A q$;
(d) set $r_{i}=r_{i-1}+\lambda w$.

Step 3 Set $i=i+1$ and go to Step 1.
Step $4 \quad$ Set $\tilde{s}=s_{i-1}$.
(1) Find the optimal solution $\sigma^{*}$ to the one-dimensional optimization problem

$$
\begin{equation*}
\max \quad v_{1}(\sigma)=\frac{\ln (2+\sigma)}{(1+\bar{p}(\sigma)) Q_{H g}+Q_{D}+\sigma Q_{I}} \tag{2.5}
\end{equation*}
$$

s.t. $\quad \sigma$ is a nonnegative integer,
where

$$
\bar{p}(\sigma)=\left\lceil\frac{\ln (2+\sigma)}{\ln 2}-1\right\rceil
$$

is the smallest integer not smaller than $\frac{\ln (2+\sigma)}{\ln 2}-1$. The computation costs $Q_{H g}, Q_{D}$, and $Q_{I}$ are defined as follows.
$Q_{H g}=Q_{H}+Q_{g}$;
$Q_{H}=$ the computation cost to evaluate a Hessian $\nabla^{2} f$;
$Q_{g}=$ the computation cost to evaluate a gradient $\nabla f$;

$$
\begin{equation*}
Q_{D}=\frac{1}{6} n^{3}+\frac{3}{2} n^{2}-\frac{2}{3} n, \tag{2.7}
\end{equation*}
$$

is the computation cost in a CF Step;

$$
\begin{equation*}
Q_{I}=2 n^{2}+6 n+2 \tag{2.8}
\end{equation*}
$$

is an upper bound of the computation cost in one subiteration of a PCG Step.
(2) $p=p^{*}=\bar{p}\left(\sigma^{*}\right)$.
(3) if $\sigma^{*}=1, l_{1}=l_{1}^{*}=1$; if $\sigma^{*} \geq 2$,

$$
l_{m}=l_{m}^{*}=\begin{array}{ll}
2^{m}, & m=1, \ldots, p^{*}-1 ; \\
\sigma^{*}-2^{p^{*}}+2, & m=p^{*} .
\end{array}
$$

## Algorithm 1

Step 0 Initial data: set the initial point $x^{0} \in R^{n}$. Set $k=0$.
Step 1 Termination test: if $\nabla f\left(x^{k}\right)=0$, stop.
Step 2 Switch test: if $k=(p+1) k_{0}$ for some positive integer $k_{0}$, go to Step 3; otherwise go to Step 4.

Step 3 CF Step: set

$$
\begin{equation*}
B^{k}=\nabla^{2} f\left(x^{k}\right) . \tag{2.9}
\end{equation*}
$$

Find the solution $s^{k}$ to the Newton equation

$$
\begin{equation*}
\nabla^{2} f\left(x^{k}\right) s=-\nabla f\left(x^{k}\right) \tag{2.10}
\end{equation*}
$$

by Cholesky factorization $\nabla^{2} f\left(x^{k}\right)=L_{k} D_{k} L_{k}^{T}$. Set $m=0$, and go to Step 5 .
Step 4 PCG Step: set $B^{k}=B^{k-1}, m=m+1$. Find $\tilde{s}$ by Algorithm PCG1 $\left(\left(B^{k}\right)^{-1}\right.$, $\left.\nabla^{2} f\left(x^{k}\right),-\nabla f\left(x^{k}\right), l_{m}, l_{m} / 2^{m}\right)$. Set $s^{k}=\tilde{s}$.

Step 5 Update the iteration: set $x^{k+1}=x^{k}+s^{k}$. Set $k=k+1$ and go to Step 1 .

### 2.3 Algorithm 2

Our improved algorithm also includes a sub-algorithm - Algorithm $\operatorname{PCG}(M, \nabla f(x)$, $l, e)$, which is used to solve the Newton equation

$$
\begin{equation*}
\nabla^{2} f(x) s=-\nabla f(x) \tag{2.11}
\end{equation*}
$$

where $M$ is the preconditioner, $l$ is the maximum number of subiterations and $e$ is a scalar.

Algorithm PCG( $M, \nabla f(x), l, e)$
Step 0 Initial Data. Set $s_{0}=0, r_{0}=-\nabla f(x), i=1$.
Step 1 Termination Test. If

$$
\begin{equation*}
\left\|r_{i-1}\right\| \leq\|\nabla f(x)\|^{1+e} \text { or } i-1=l \tag{2.12}
\end{equation*}
$$

then terminate the iteration by taking $\bar{s}=s_{i-1}$.
Step 2 Subiteration:
(a) solve the equation $M z=r_{i-1}$ for $z$, set $t_{i-1}=z^{T} r_{i-1}$;
(b) if $i=1$, then $\beta=0$ and $q=z$; else, $\beta=t_{i-1} / t_{i-2}, q=z+\beta q$ and evaluate

$$
\begin{equation*}
w=\nabla^{2} f(x) \cdot q \tag{2.13}
\end{equation*}
$$

by Algorithm $\operatorname{ADF}(1)$ with $\dot{x}_{1}=q$.
(c) set $s_{i}=s_{i-1}+\alpha q$, where $\alpha=t_{i-1} / q^{T} w$ and $w=\nabla^{2} f(x) q$;
(d) set $r_{i}=r_{i-1}+\alpha w$.

Step 3 Set $i=i+1$, and go to Step 1.
Now we are in a position to describe our improved algorithm - Algorithm 2. Based on Algorithm ADR, Algorithm ADF, and Algorithm PCG(•), The main steps of Algorithm 2 are as follows: an exact Newton step with Cholesky factorization (CF step) and $p$ inexact Newton steps with preconditioned conjugate gradient subiterations (PCG steps), in which the parameter $\sigma^{*}$ is the solution to the following optimization problem

$$
\begin{align*}
& \max v_{2}\left(n, Q_{f}, \sigma\right)=\frac{\ln (2+\sigma)}{(6 n+4+4 p+6 \sigma) Q_{f}+Q_{D}+\sigma Q_{I}^{-}}  \tag{2.14}\\
& \text {s.t. } \sigma \text { is a nonnegative integer, }  \tag{2.15}\\
& p=\bar{p}(\sigma)=\left\lceil\frac{\ln (2+\sigma)}{\ln 2}-1\right\rceil \tag{2.16}
\end{align*}
$$

where $\lceil\cdot\rceil$ is the smallest integer not smaller than $\cdot, Q_{f}$ is the computation cost to compute a function value $f, Q_{D}$ is the computation cost to solve the Newton equation by CF and $Q_{I}^{-}$is the computation cost to execute one PCG subiteration, where

$$
\begin{equation*}
Q_{D}=\frac{1}{6} n^{3}+\frac{3}{2} n^{2}-\frac{2}{3} n, \quad Q_{I}^{-}=n^{2}+6 n+2 \tag{2.17}
\end{equation*}
$$

Algorithm 2 (Improved Inexact Newton Algorithm)
Step 0 Initial Data. Set the initial point $x_{0} \in R^{n}$. If $\sigma^{*}=1$, set $p=1$ and $l_{1}=1$. If $\sigma^{*} \geq 2$, set

$$
l_{m}=\begin{array}{ll}
2^{m}, & m=1, \ldots, p-1 \\
\sigma^{*}-2^{p}+2, & m=p
\end{array}
$$

where $\sigma^{*}$ is the solution to the optimization problem (2.14)-(2.16) and $p=\bar{p}\left(\sigma^{*}\right)$ is defined by (2.16), and set $k=0$.

Step 1 Evaluate $\nabla f\left(x_{k}\right)$ by Algorithm ADR. If $\nabla f\left(x_{k}\right)=0$, then terminate the iteration by taking $x^{*}=x_{k}$.

Step 2 Switch Test. If $k$ can be divided by $p+1$ with no remainder, go to Step 3; otherwise, go to Step 4.

Step 3 CF Step. Evaluate $\nabla^{2} f\left(x_{k}\right)$ by using Algorithm $\operatorname{ADF}(n)$ with setting $\dot{x}_{i}=e_{i}$, $i=1, \ldots, n$, where $e_{i}$ is the $i$ th Cartensian basic vector in $R^{n}$. Set

$$
B_{k}=\nabla^{2} f\left(x_{k}\right)
$$

Find the solution $s_{k}$ to Newton equation (2.11) by $\operatorname{CF} \nabla^{2} f\left(x_{k}\right)=L_{k} D_{k} L_{k}^{T}$. Set $m=0$ and go to Step 5.

Step 4 PCG Step. Set $B_{k}=B_{k-1}, m=m+1$, and

$$
M=B_{k}
$$

Find the approximate solution $s_{k}$ to the Newton equation (2.11) by the Algorithm $\operatorname{PCG}\left(M, \nabla f\left(x_{k}\right), l_{m}, 1+\frac{l_{m}}{2^{m}}\right)$.

Step 5 Update Solution Estimation. Set $x_{k+1}=x_{k}+s_{k}$. Set $k=k+1$, and go to Step 1.

## 3 The efficiency analysis of algorithm 2

In this section, we analyze the efficiency of Algorithm 2. Let's first consider its computational cost based on its structure: one CF step is followed by $p$ PCG steps.

Solving the Newton equation by CF. Denote the corresponding arithmetic computation cost as $Q_{D}$.

Thus, by (2.2), the total computation cost of one CF step with an extra gradient evaluation is

$$
\begin{equation*}
Q^{\mathrm{ADF}}(n)+Q_{D} \leq(4+6 n) Q_{f}+Q_{D} \tag{3.1}
\end{equation*}
$$

For the PCG steps, denote $Q_{I}^{-}=Q_{I}^{-}(n)$ as the arithmetic computation cost in one PCG subiteration. The total computation cost of $p$ PCG steps after a CF step with $p$ extra gradient evaluations has the upper bound

$$
\begin{equation*}
\sum_{t=1}^{p}\left[Q^{\mathrm{ADF}}\left(l_{t}\right)+\left(l_{t}\right) Q_{I}^{-}\right] \leq 4 p+6\left(\sum_{t=1}^{p} l_{t}\right) Q_{f}+\left(\sum_{t=1}^{p} l_{t}\right) Q_{I}^{-}, \tag{3.2}
\end{equation*}
$$

where $l_{t}$ is the $t$ th PCG subiteration number.
Combining (3.1) and (3.2), the total computation cost in the $p+1$ steps which are a CF step and $p$ PCG steps has the upper bound

$$
\begin{equation*}
(6 n+4+4 p+6 \sigma) Q_{f}+Q_{D}+\sigma Q_{I}^{-}, \tag{3.3}
\end{equation*}
$$

where

$$
\sigma=\sum_{t=1}^{p} l_{t} .
$$

Now, we analyze and compare the efficiency of Algorithm 2 and Algorithm 1. Our analysis is based on the efficiency coefficient given by Brent [2].

Definition 3.1 Efficiency coefficient: suppose that the sequence $\left\{x^{0}, x^{1}, \cdots, x^{k}, \cdots\right\}$ is generated by an algorithm. If $\left\{x^{k}\right\}$ converges to the solution $x^{*}$ to (1.1), then the efficiency coefficient $\Gamma$ of the algorithm is defined by

$$
\begin{equation*}
\Gamma=\liminf _{k \rightarrow \infty} \frac{\ln \left(-\ln \left\|x^{k}-x^{*}\right\|\right)}{\sum_{i=1}^{k} Q\left[x^{i-1}, x^{i}\right]}, \tag{3.4}
\end{equation*}
$$

where $Q\left[x^{i-1}, x^{i}\right]$ is the computation cost required to compute $x^{i}$ from $x^{i-1}$.
Theorem 3.1 If the initial point $x^{0}$ is close enough to the solution $x^{*}$, Algorithm 2 is well-defined.

Proof To prove Algorithm 2 to be well-defined, we only need to show the existence of the global solution $\sigma^{*}$ to (2.14)-(2.16). In fact, it is easy to see that

$$
\lim _{\sigma \rightarrow \infty} v_{2}(\sigma)=0
$$

and

$$
v_{2}(0)=\frac{\ln 2}{(6 n+4) Q_{f}+Q_{D}}>0,
$$

we conclude that the series $\left\{v_{2}(\sigma), \sigma=0,1,2, \ldots\right\}$ has a finite maximum point $\sigma^{*}$.
The efficiency coefficient of new algorithm is estimated by the following theorem.
Theorem 3.2 The efficiency coefficient $\Gamma_{2}$ of Algorithm 2 satisfies

$$
\begin{equation*}
\Gamma_{2} \geq v_{2}^{*} \stackrel{\text { def }}{=} v_{2}\left(\sigma^{*}\right), \tag{3.5}
\end{equation*}
$$

where $v_{2}(\cdot)$ is defined by (2.14), and $\sigma^{*}$ is the global solution to (2.14)-(2.16).
The proof of the theorem is the same as that of Theorem 4.2 in Ref. [4].

Theorem 3.3 The efficiency coefficient $\Gamma_{1}$ of Algorithm 1 satisfies

$$
\begin{equation*}
\Gamma_{1} \geq v_{1}^{*} \stackrel{\operatorname{def}}{=} v_{1}\left(\sigma^{*}\right) \tag{3.6}
\end{equation*}
$$

where $v_{1}(\cdot)$ is defined by (2.5), and $\sigma^{*}$ is the global solution to (2.5)-(2.6).
This is Theorem 4.2 in Ref. [4].
For comparison, the efficiency of Newton's method is given in the following theorem, which can be considered as a special case of either Algorithm 1 or Algorithm 2 with $\sigma=0$.

Theorem 3.4 The efficiency coefficient $\Gamma_{N}$ of Newton's method satisfies

$$
\begin{equation*}
\Gamma_{N} \geq v_{N} \stackrel{\text { def }}{=} \frac{\ln 2}{Q_{H g}+Q_{D}}=\frac{\ln 2}{(4+6 n) Q_{f}+Q_{D}} \tag{3.7}
\end{equation*}
$$

Proof See Theorem 4.4 in Ref. [4].
Now let us compare the lower bound of the efficiency coefficient of Algorithm 2, $v_{2}^{*}$, with that of Algorithm 1, $v_{1}^{*}$. We need the following lemma.
Lemma 3.5 Suppose that $\sigma_{1}^{*}$ and $\sigma_{2}^{*}$ are, respectively, the global solution to (2.5)-(2.6) and (2.14)-(2.16). When $n \geq 20$, we have

$$
\begin{equation*}
\sigma_{1}^{*} \leq \sigma_{2}^{*} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{1}-1 \leq \sigma_{1}^{*} \leq \sigma_{1}+1, \quad \sigma_{2}-1 \leq \sigma_{2}^{*} \leq \sigma_{2}+1 \tag{3.9}
\end{equation*}
$$

where $\sigma_{1}$ and $\sigma_{2}$ are the solution of the unconstrained problems, respectively, with the objective function $v_{1}(\sigma)$ in (2.5) and $v_{2}(\sigma)$ in (2.14) with continuous variable $\sigma$, and $\sigma_{1}$ and $\sigma_{2}$ satisfy

$$
\begin{equation*}
\left(2+\sigma_{1}\right) \ln \left(2+\sigma_{1}\right)-\sigma_{1}=\frac{Q_{D}}{Q_{I}} \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(2+\sigma_{2}\right) \ln \left(2+\sigma_{2}\right)-\sigma_{2}=\frac{Q_{D}+6 n Q_{f}}{Q_{I}^{-}+6 Q_{f}} \tag{3.11}
\end{equation*}
$$

Proof Consider maximizing the objective function $v_{1}(\sigma)$ in (2.5) and $v_{2}(\sigma)$ in (2.14) with continuous variable $\sigma$. Let $v_{1}^{\prime}(\sigma)=0$ and $v_{2}^{\prime}(\sigma)=0$, we can get (3.10) and (3.11). Obviously, the conclusion (3.9) is right. Because the function $(2+\sigma) \ln (2+\sigma)-\sigma$ is strictly increasing with $\sigma \geq 0$, and

$$
\frac{Q_{D}}{Q_{I}}<\frac{Q_{D}+6 n Q_{f}}{Q_{I}^{-}+6 Q_{f}}
$$

by (3.10) and (3.11), we have $\sigma_{1} \leq \sigma_{2}$, thus the conclusion (3.8) is proved.
Note that $v_{1}^{*}, v_{2}^{*}$ and $v_{N}$ (are, respectively, defined by (3.6), (3.5), and (3.7)) are the functions of $n$ and $Q_{f}$. For comparison, we introduce the following notations:

$$
\begin{equation*}
R_{1}\left(n, Q_{f}\right) \stackrel{\text { def }}{=} \frac{v_{1}^{*}}{v_{N}}, \quad R_{2}\left(n, Q_{f}\right) \stackrel{\operatorname{def}}{=} \frac{v_{2}^{*}}{v_{N}} . \tag{3.12}
\end{equation*}
$$

Theorem 3.6 For fixed $n \geq 20$, we have the following conclusions:
(1) $R_{1}\left(n, Q_{f}\right)$ is decreasing with $Q_{f}$, and $R_{2}\left(n, Q_{f}\right)$ is increasing with $Q_{f}$.
(2) $R_{1}\left(n, Q_{f}\right) \leq R_{1}(n, 0)<R_{2}(n, 0) \leq R_{2}\left(n, Q_{f}\right)$
(3) When $n \rightarrow \infty, R_{1}(n, 0) \sim \ln n / \ln 2$.
(4) When $n$ is fixed,

$$
\begin{equation*}
\lim _{Q_{f} \rightarrow \infty} R_{1}\left(n, Q_{f}\right)=1 \tag{3.13}
\end{equation*}
$$

Proof Consider $R_{1}\left(n, Q_{f}\right), R_{2}\left(n, Q_{f}\right)$ as the functions with continuous variable $Q_{f}$. From the Eq. 3.10, we obtain $\partial \sigma_{1} / \partial Q_{f}=0$. By

$$
R_{1}\left(n, Q_{f}\right)=\frac{\ln \left(2+\sigma_{1}\right)\left[(6 n+4) Q_{f}+Q_{D}\right]}{\left[\left(p\left(\sigma_{1}\right)+1\right)(6 n+4) Q_{f}+Q_{D}+\sigma_{1} Q_{I}\right] \ln 2}
$$

and

$$
p\left(\sigma_{1}\right)+1=\ln \left(2+\sigma_{1}\right) / \ln 2,
$$

we can get

$$
\frac{\partial R_{1}}{\partial Q_{f}}=\frac{\ln \left(2+\sigma_{1}\right)}{\ln 2} \cdot \frac{(6 n+4)\left(\sigma_{1} Q_{I}-p Q_{D}\right)}{\left[\left(p\left(\sigma_{1}\right)+1\right)(6 n+4) Q_{f}+Q_{D}+\sigma_{1} Q_{I}\right]^{2}}
$$

When $n \geq 20, \sigma_{1} \geq 1, p \geq 1$. Let $y_{1}(\sigma)=\ln (2+\sigma)-\ln 2-\sigma /(2+\sigma)$. By $y_{1}^{\prime}(\sigma)>0$ and $y_{1}(0)=0$, we can get when $\sigma>0, y_{1}(\sigma)=\ln (2+\sigma)-\ln 2-\sigma /(2+\sigma)>0$

$$
\begin{gathered}
p=\frac{\ln \left(2+\sigma_{1}\right)}{\ln 2}-1>\frac{\sigma_{1}}{\left(2+\sigma_{1}\right) \ln 2}, \\
\frac{\sigma_{1}}{p}<\left(2+\sigma_{1}\right) \ln 2, \\
\frac{(p+1) \sigma_{1}}{p}<\left(2+\sigma_{1}\right)(p+1) \ln 2=\left(2+\sigma_{1}\right) \ln \left(2+\sigma_{1}\right) .
\end{gathered}
$$

So,

$$
\frac{\sigma_{1}}{p}<\left(2+\sigma_{1}\right) \ln \left(2+\sigma_{1}\right)-\sigma_{1}=\frac{Q_{D}}{Q_{I}} .
$$

That is, $\sigma_{1} Q_{I}-p Q_{D}<0$, therefore,

$$
\begin{equation*}
\frac{\partial R_{1}}{\partial Q_{f}}<0 \tag{3.14}
\end{equation*}
$$

Denote $A=Q_{I}^{-}+6 Q_{f}$ and $B=Q_{D}+6 n Q_{f}$. By (3.11),

$$
\left(2+\sigma_{2}\right) \ln \left(2+\sigma_{2}\right)-\sigma_{2}=B / A
$$

and

$$
\bar{p}\left(\sigma_{2}\right)+1=\frac{\ln \left(2+\sigma_{2}\right)}{\ln 2}
$$

we have

$$
R_{2}\left(n, Q_{f}\right)=\frac{4 Q_{f}+B}{4 Q_{f}+A\left(2+\sigma_{2}\right) \ln 2} .
$$

And by

$$
\frac{\partial A}{\partial Q_{f}}=6, \quad \frac{\partial B}{\partial Q_{f}}=6 n
$$

and

$$
\frac{\partial \sigma_{2}}{\partial Q_{f}}=\frac{6(n A-B)}{A^{2} \ln \left(2+\sigma_{2}\right)},
$$

we obtain

$$
\begin{aligned}
& \frac{\partial R_{2}}{\partial Q_{f}}=\frac{(6 n+4)\left[4 Q_{f}+A\left(2+\sigma_{2}\right) \ln 2\right]-\left(4 Q_{f}+B\right)\left[4+6\left(2+\sigma_{2}\right) \ln 2+A \partial \sigma_{2} / \partial Q_{f} \ln 2\right]}{\left[4 Q_{f}+A\left(2+\sigma_{2}\right) \ln 2\right]^{2}} \\
& =\frac{(6 n+4)\left[4 Q_{f} \ln \left(2+\sigma_{2}\right)+\left(A \sigma_{2}+B\right) \ln 2\right]-\left(4 Q_{f}+B\right)\left[4 \ln \left(2+\sigma_{2}\right)+6\left(n+\sigma_{2}\right) \ln 2\right]}{\left[4 Q_{f}+A\left(2+\sigma_{2}\right) \ln 2\right]^{2} \ln \left(2+\sigma_{3}\right)} \\
& =\frac{(6 n+4) \sigma_{2} Q_{I}^{-} \ln 2+4 Q_{D} \ln 2-\left[4 \ln \left(2+\sigma_{2}\right)+6 \sigma_{2} \ln 2\right] Q_{D}}{\left[4 Q_{f}+A\left(2+\sigma_{2}\right) \ln 2\right]^{2} \ln \left(2+\sigma_{2}\right)} \\
& =\frac{\left[(5 \ln 2) n^{3}+(31 \ln 2) n^{2}+(40 \ln 2) n+8 \ln 2\right] \sigma_{2}-\left[\frac{2}{3} n^{3}+6 n^{2}-\frac{8}{3} n\right] \ln \left(2+\sigma_{2}\right)}{\left[4 Q_{f}+A\left(2+\sigma_{2}\right) \ln 2\right]^{2} \ln \left(2+\sigma_{3}\right)} \\
& >0 .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\frac{\partial R_{2}}{\partial Q_{f}}>0 \tag{3.15}
\end{equation*}
$$

By (3.14) and (3.15), the conclusion (1) is obtained.
Now, let's prove the conclusion (2). In fact, by (1) and $Q_{f} \geq 0$, the following inequalities are right:

$$
\begin{aligned}
& R_{1}\left(n, Q_{f}\right) \leq R_{1}(n, 0), \\
& R_{2}(n, 0) \leq R_{2}\left(n, Q_{f}\right) .
\end{aligned}
$$

In addition, by (3.8),

$$
R_{1}(n, 0)=\frac{Q_{D} \ln \left(2+\sigma_{1}^{*}\right)}{\left[Q_{D}+\sigma_{1}^{*} Q_{I}\right] \ln 2}<\frac{Q_{D} \ln \left(2+\sigma_{2}^{*}\right)}{\left[Q_{D}+\sigma_{2}^{*} Q_{I}^{-}\right] \ln 2}=R_{2}(n, 0),
$$

the conclusion (2) is obtained.
The conclusion (3) is actually the conclusion of Theorem 4.5 in Ref. [4].
Finally, let's proof the conclusion (4), when $n$ is fixed,

$$
\lim _{Q_{f} \rightarrow \infty} Q_{D} /\left((6 n+4) Q_{f}\right)=0
$$

and by (3.10) and (3.9),

$$
\lim _{Q_{f} \rightarrow \infty}\left(Q_{D}+\sigma_{1}^{*} Q_{I}\right) /\left((6 n+4) Q_{f}\right)=0
$$

And by

$$
R_{1}\left(n, Q_{f}\right)=\frac{v_{1}^{*}}{v_{N}}=\frac{\ln \left(2+\sigma_{1}^{*}\right)\left[(6 n+4) Q_{f}+Q_{D}\right]}{\left[\left(p\left(\sigma_{1}^{*}\right)+1\right)(6 n+4) Q_{f}+Q_{D}+\sigma_{1}^{*} Q_{I}\right] \ln 2}
$$

and

$$
p\left(\sigma_{1}^{*}\right)+1=\ln \left(2+\sigma_{1}^{*}\right) / \ln 2,
$$

we have

$$
\begin{aligned}
& \lim _{f} \rightarrow \infty \\
& =R_{1}\left(n, Q_{f}\right) \\
& =\lim _{Q_{f} \rightarrow \infty} \frac{\ln \left(2+\sigma_{1}^{*}\right)\left[1+Q_{D} /\left((6 n+4) Q_{f}\right)\right]}{\left[\left(p\left(\sigma_{1}^{*}\right)+1\right)+\left(Q_{D}+\sigma_{1}^{*} Q_{I}\right) /\left((6 n+4) Q_{f}\right)\right] \ln 2} \\
& =\frac{\ln \left(2+\sigma_{1}^{*}\right)[1+0]}{\left[\left(p\left(\sigma_{1}^{*}\right)+1\right)+0\right] \ln 2} \\
& =1 .
\end{aligned}
$$

To compare Algorithm 2 and Algorithm 1, we need the following definition.
Definition 3.2 The efficiency ratio $r$ of Algorithm 2 to Algorithm 1 is defined as

$$
\begin{equation*}
r=r\left(n, Q_{f}\right)=\frac{v_{2}^{*}}{v_{1}^{*}}, \tag{3.16}
\end{equation*}
$$

where $v_{1}^{*}, v_{2}^{*}$ are, respectively, defined in (3.6) and (3.5), and $r=r\left(n, Q_{f}\right)$ is the function of $n$ and $Q_{f}$.

In fact, by (3.12), we have

$$
r=\frac{v_{2}^{*}}{v_{1}^{*}}=\frac{v_{2}^{*} / v_{N}}{v_{1}^{*} / v_{N}}=\frac{R_{2}\left(n, Q_{f}\right)}{R_{1}\left(n, Q_{f}\right)} .
$$

Therefore, the efficiency ratio $r$ of Algorithm 2 over Algorithm 1 is just the improvement ratio of Algorithm 2 and Algorithm 1 over Newton's method.

Theorem 3.7 Comparing the efficiency of Algorithm 2 and that of Algorithm 1, we have
(1) when $n \geq 20, r=r\left(n, Q_{f}\right)>1$.
(2) $r=r\left(n, Q_{f}\right)$ is increasing with respect to $Q_{f}$.

Proof By (3.12) and the conclusion (2) in Theorem 3.6, the conclusion (1) is obtained.
By (3.12) and the conclusion (1) in Theorem 3.6, we get (2).
Remark 3.8 Theorem 3.7 shows that Algorithm 2 is more efficient than Algorithm 1 , and their efficiency ratio is increasing with respect to the complexity of the target functions. The theoretical value of the efficiency ratio $r\left(n, Q_{f}\right)$ of Algorithm 2 to Algorithm 1 is given in Table 1 when $n=100,200, \ldots, 1,000$, and $Q_{f}=n, 3 n, 10 n, n^{2}$. The table shows that Algorithm 2 is theoretically more efficient than Algorithm 1 in evidence.

Table 1 The theoretical value of the efficiency ratio $r\left(n, Q_{f}\right)$ of Algorithm 2 to Algorithm 1

| $n$ | $Q_{f}=n$ | $Q_{f}=3 n$ | $Q_{f}=10 n$ | $Q_{f}=n^{2}$ |
| :--- | :--- | :--- | :--- | :--- |
| 100 | 1.6374 | 2.0957 | 2.7762 | 3.6129 |
| 200 | 1.5630 | 1.9915 | 2.7977 | 4.3236 |
| 300 | 1.4795 | 1.8678 | 2.6924 | 4.7511 |
| 400 | 1.4334 | 1.7832 | 2.5895 | 5.0672 |
| 500 | 1.4095 | 1.7261 | 2.5006 | 5.5155 |
| 600 | 1.3909 | 1.6318 | 2.3424 | 5.6891 |
| 700 | 1.3627 | 1.5905 | 2.2690 | 5.8404 |
| 800 | 1.3405 | 1.5578 | 2.2074 | 5.9745 |
| 900 | 1.3237 | 1.5315 | 2.1537 | 6.0950 |
| , 000 | 1.3113 |  |  |  |

## 4 Numerical experiments

In this section, we test our algorithm by all of the numerical examples in Ref. [4]: the Extended Rosenbrock function, the Extended Powell singular function, Penalty function 1, Penalty function 2 and Variably dimensioned function. These test problems are quoted from the unconstrained optimization problems in Ref. [6].

Algorithm is executed by C++ routines with double precision. The initial points of these problems are standard start points. Notice that these algorithms are local algorithm and our theoretical results are valid in a neighborhood of $x^{*}$, where

$$
\|\nabla f(x)\|<1
$$

However, the standard starting points may be rather far away from $x^{*}$. So, to prevent the earlier mature, in our code the termination criterion (2.12) in PCG step is modified as

$$
\left\|r_{i-1}\right\| \leq \min \left\{\|\nabla f(x)\|^{1+e}, 0.9\right\} .
$$

In addition, the condition

$$
\|\nabla f(x)\| \leq 10^{-6}
$$

is used for the termination test.
We test the five problems with different dimensions $n=100,200, \ldots, 1,000$. The numerical results for the top three problems are listed in Tables 2-4 and the results for the fifth one in Table 5. Note that, there is no the results corresponding to the fourth problem because Algorithm 1 and/or Algorithm 2 are not convergent for many values of $n$, and the lack of some rows in Table 5 is because of the same reason.

The main value we are interested in is the ratio

$$
\begin{equation*}
r_{\text {prac }}=\frac{\text { The CPU time by Algorithm } 1}{\text { The CPU time by Algorithm } 2} \tag{4.1}
\end{equation*}
$$

which shows the practical improvement of Algorithm 2 over Algorithm 1 and is listed in column 4. $r_{\text {theo }}=r$ defined in (3.16) is the theoretical efficiency ratio of Algorithm 2 over Algorithm 1 and listed in column 5. The parameter $\sigma_{1}^{*}, \sigma_{2}^{*}$ of Algorithm 1, 2 defined in lemma 3.5 are, respectively, listed in column 2, 3. The total step numbers of Algorithm 1 and Algorithm 2 are, respectively, denoted as $I_{1}$ and $I_{2}$ and listed in column 6 and column 7. The gradient norms of the optimum by Algorithm 1 and

Table 2 Extended Rosenbrock function

| $n$ | $\sigma_{1}^{*}$ | $\sigma_{2}^{*}$ | $r_{\text {prac }}$ | $r_{\text {theo }}$ | $I_{1}$ | $I_{2}$ | $\left\\|g_{\text {opt }}\right\\|_{1}$ | $\left\\|g_{\text {opt }}\right\\|_{2}$ |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 100 | 6 | 6 | $\mathbf{1 . 5 0 0 0}$ | $\mathbf{1 . 7 7 7 3}$ | 6 | 6 | $5.85888 \mathrm{e}-008$ | $5.85895 \mathrm{e}-008$ |
| 200 | 6 | 14 | $\mathbf{1 . 8 3 3 3}$ | $\mathbf{1 . 6 8 5 6}$ | 6 | 6 | $9.02600 \mathrm{e}-008$ | $9.02535 \mathrm{e}-008$ |
| 300 | 14 | 14 | $\mathbf{1 . 3 5 0 0}$ | $\mathbf{1 . 5 8 7 1}$ | 6 | 6 | $1.10552 \mathrm{e}-007$ | $1.10553 \mathrm{e}-007$ |
| 400 | 14 | 30 | $\mathbf{1 . 2 3 4 0}$ | $\mathbf{1 . 5 2 8 5}$ | 6 | 6 | $1.17177 \mathrm{e}-007$ | $1.17176 \mathrm{e}-007$ |
| 500 | 14 | 30 | $\mathbf{1 . 1 9 3 2}$ | $\mathbf{1 . 4 9 4 4}$ | 6 | 6 | $1.31009 \mathrm{e}-007$ | $1.31011 \mathrm{e}-007$ |
| 600 | 28 | 30 | $\mathbf{1 . 1 9 3 1}$ | $\mathbf{1 . 4 7 1 4}$ | 6 | 6 | $1.43516 \mathrm{e}-007$ | $1.43513 \mathrm{e}-007$ |
| 700 | 30 | 30 | $\mathbf{1 . 1 6 6 7}$ | $\mathbf{1 . 4 3 4 3}$ | 6 | 6 | $1.55009 \mathrm{e}-007$ | $1.55017 \mathrm{e}-007$ |
| 800 | 30 | 57 | $\mathbf{2 . 0 4 3 0}$ | $\mathbf{1 . 4 0 6 0}$ | 6 | 6 | $1.65717 \mathrm{e}-007$ | $1.65720 \mathrm{e}-007$ |
| 900 | 30 | 62 | $\mathbf{2 . 0 1 9 0}$ | $\mathbf{1 . 3 8 4 8}$ | 6 | 6 | $1.75764 \mathrm{e}-007$ | $1.75760 \mathrm{e}-007$ |
| 1,000 | 30 | 62 | $\mathbf{2 . 0 0 8 5}$ | $\mathbf{1 . 3 6 8 6}$ | 6 | 6 | $1.85280 \mathrm{e}-007$ | $1.85263 \mathrm{e}-007$ |

Table 3 Extended Powell singular function

| $n$ | $\sigma_{1}^{*}$ | $\sigma_{2}^{*}$ | $r_{\text {prac }}$ | $r_{\text {theo }}$ | $I_{1}$ | $I_{2}$ | $\left\\|g_{\text {opt }}\right\\|_{1}$ | $\left\\|g_{\text {opt }}\right\\|_{2}$ |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 100 | 6 | 6 | $\mathbf{1 . 2 0 0 0}$ | $\mathbf{2 . 0 0 3 2}$ | 18 | 18 | $7.01119 \mathrm{e}-007$ | $7.01119 \mathrm{e}-007$ |
| 200 | 6 | 14 | $\mathbf{1 . 3 5 0 0}$ | $\mathbf{1 . 8 9 8 4}$ | 18 | 18 | $9.91532 \mathrm{e}-007$ | $9.91532 \mathrm{e}-007$ |
| 300 | 14 | 14 | $\mathbf{1 . 1 8 9 7}$ | $\mathbf{1 . 7 8 0 4}$ | 19 | 19 | $3.59814 \mathrm{e}-007$ | $3.59814 \mathrm{e}-007$ |
| 400 | 14 | 30 | $\mathbf{1 . 3 8 1 0}$ | $\mathbf{1 . 7 0 2 8}$ | 19 | 19 | $4.15478 \mathrm{e}-007$ | $4.15478 \mathrm{e}-007$ |
| 500 | 14 | 30 | $\mathbf{1 . 3 5 5 7}$ | $\mathbf{1 . 6 5 2 4}$ | 19 | 19 | $4.64519 \mathrm{e}-007$ | $4.64519 \mathrm{e}-007$ |
| 600 | 14 | 30 | $\mathbf{1 . 3 5 9 6}$ | $\mathbf{1 . 6 1 7 1}$ | 19 | 19 | $5.08855 \mathrm{e}-007$ | $5.08855 \mathrm{e}-007$ |
| 700 | 30 | 30 | $\mathbf{1 . 1 5 3 4}$ | $\mathbf{1 . 5 6 8 3}$ | 19 | 19 | $5.49626 \mathrm{e}-007$ | $5.49626 \mathrm{e}-007$ |
| 800 | 30 | 62 | $\mathbf{1 . 1 4 0 5}$ | $\mathbf{1 . 5 3 0 9}$ | 19 | 19 | $5.87575 \mathrm{e}-007$ | $5.87575 \mathrm{e}-007$ |
| 900 | 30 | 62 | $\mathbf{1 . 1 2 2}$ | $\mathbf{1 . 5 0 1 7}$ | 19 | 19 | $6.23217 \mathrm{e}-007$ | $6.23217 \mathrm{e}-007$ |
| 1,000 | 30 | 62 | $\mathbf{1 . 1 1 4 6}$ | $\mathbf{1 . 4 7 8 6}$ | 19 | 19 | $6.56928 \mathrm{e}-007$ | $6.56928 \mathrm{e}-007$ |

Table 4 Penalty function 1

| $n$ | $\sigma_{1}^{*}$ | $\sigma_{2}^{*}$ | $r_{\text {prac }}$ | $r_{\text {theo }}$ | $I_{1}$ | $I_{2}$ | $\left\\|g_{\text {opt }}\right\\|_{1}$ | $\left\\|g_{\text {opt }}\right\\|_{2}$ |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 100 | 6 | 6 | $\mathbf{1 . 6 2 5 0}$ | $\mathbf{1 . 8 9 7 9}$ | 32 | 32 | $1.67817 \mathrm{e}-009$ | $1.67817 \mathrm{e}-009$ |
| 200 | 14 | 14 | $\mathbf{1 . 4 7 3 7}$ | $\mathbf{1 . 7 9 6 8}$ | 33 | 33 | $2.30255 \mathrm{e}-008$ | $2.30255 \mathrm{e}-008$ |
| 300 | 14 | 14 | $\mathbf{1 . 3 3 0 2}$ | $\mathbf{1 . 6 8 7 2}$ | 34 | 34 | $7.25541 \mathrm{e}-009$ | $7.25541 \mathrm{e}-009$ |
| 400 | 14 | 30 | $\mathbf{1 . 5 0 7 7}$ | $\mathbf{1 . 6 1 8 1}$ | 35 | 35 | $1.52741 \mathrm{e}-007$ | $1.52741 \mathrm{e}-007$ |
| 500 | 14 | 30 | $\mathbf{1 . 3 0 4 6}$ | $\mathbf{1 . 5 7 5 2}$ | 35 | 36 | $9.97291 \mathrm{e}-008$ | $9.97291 \mathrm{e}-008$ |
| 600 | 14 | 30 | $\mathbf{1 . 3 1 1 7}$ | $\mathbf{1 . 5 4 6 3}$ | 36 | 36 | $7.83579 \mathrm{e}-007$ | $7.83579 \mathrm{e}-007$ |
| 700 | 30 | 30 | $\mathbf{1 . 2 0 1 4}$ | $\mathbf{1 . 5 0 2 5}$ | 37 | 37 | $1.76759 \mathrm{e}-007$ | $1.76759 \mathrm{e}-007$ |
| 800 | 30 | 62 | $\mathbf{1 . 3 0 9 4}$ | $\mathbf{1 . 4 6 9 5}$ | 37 | 38 | $7.61998 \mathrm{e}-010$ | $7.61999 \mathrm{e}-010$ |
| 900 | 30 | 62 | $\mathbf{1 . 3 0 8 3}$ | $\mathbf{1 . 4 4 4 1}$ | 38 | 38 | $1.72922 \mathrm{e}-009$ | $1.72922 \mathrm{e}-009$ |
| 1,000 | 30 | 62 | $\mathbf{1 . 3 0 7 8}$ | $\mathbf{1 . 4 2 4 3}$ | 39 | 39 | $5.04016 \mathrm{e}-011$ | $5.04015 \mathrm{e}-011$ |

Table 5 Variably dimensioned function

| $n$ | $\sigma_{1}^{*}$ | $\sigma_{2}^{*}$ | $r_{\text {prac }}$ | $r_{\text {theo }}$ | $I_{1}$ | $I_{2}$ | $\left\\|g_{\text {opt }}\right\\|_{1}$ | $\left\\|g_{\text {opt }}\right\\|_{2}$ |
| :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 100 | 6 | 6 | $\mathbf{1 . 5 0 0 0}$ | $\mathbf{1 . 8 9 7 9}$ | 25 | 25 | $0.00000 \mathrm{e}+000$ | $0.00000 \mathrm{e}+000$ |
| 200 | 6 | 14 | $\mathbf{1 . 6 0 6 1}$ | $\mathbf{1 . 7 9 6 8}$ | 28 | 28 | $0.00000 \mathrm{e}+000$ | $4.08724 \mathrm{e}-010$ |
| 300 | 14 | 14 | $\mathbf{1 . 4 8 0 4}$ | $\mathbf{1 . 6 8 7 2}$ | 30 | 30 | $0.00000 \mathrm{e}+000$ | $0.00000 \mathrm{e}+000$ |
| 400 | 14 | 30 | $\mathbf{1 . 6 0 1 9}$ | $\mathbf{1 . 6 1 8 1}$ | 32 | 32 | $1.57208 \mathrm{e}-010$ | $0.00000 \mathrm{e}+000$ |
| 500 | 14 | 30 | $\mathbf{1 . 7 7 6 0}$ | $\mathbf{1 . 5 7 5 2}$ | 35 | 33 | $3.95346 \mathrm{e}-007$ | $0.00000 \mathrm{e}+000$ |

Algorithm 2 are, respectively, denoted as $\left\|g_{\text {opt }}\right\|_{1}$ and $\left\|g_{\text {opt }}\right\|_{2}$ and listed in column 8 and column 9.

From above tables, we see that all of the values of $r_{\text {prac }}$ are greater than 1.1. This shows that Algorithm 2 is more efficient than Algorithm 1 significantly. In many cases, $r_{\text {prac }} \approx r_{\text {theo }}$. That is, the experimental results basically support our theoretical results.

## 5 Conclusions

In this paper, using efficiently automatic differentiation, a new inexact Newton algorithm (Algorithm 2) is established by improving Algorithm 1 in Ref. [4], in which the preconditioned conjugate gradient method is applied to solve the Newton equations. Based on the efficiency coefficient defined by Brent in Ref. [2], a efficiency ratio of Algorithm 2 to Algorithm 1 is introduced in Definition 3.2. This ratio is a function of $n$ (the dimension) and $Q_{f}$ (the cost to evaluate $f(x)$ ). Theorem 3.7 implies that the theoretical ratio of Algorithm 2 is larger than 1, that is, Algorithm 2 is always more efficient than Algorithm 1. Moreover, some typical values of the theoretical ratio are calculated and listed in Table 1. It shows that the improvement is significant at least for some cases. The validity of the theoretical ratios is supported by the practical ratios obtained by our numerical experiments, see Tables 2-5.
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